uL- Towards Automatic Cache Performance Analysis and Optimization

348 L3
]

®

(" The complexity of today's computing systems greatly increases the difficulties of tuning applications for optimal memory performance. Because currently D
availlable tools do not give information about the correlation between cache usage and application performance, developers resort to time-consuming,
non-portable “hand-tunings” for complex scientific applications. To address this challenge, we present a user-space tool that makes the first step towards

\_ automating the process ot optimizing application cache layout and utilization. Y,
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Future Plan

a A\
 Analyze real-world applications Pin-point specific variables causing performance bottleneck
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